
Image Segmentation
After pre-processing of the original data, image segmentation is the process that generates a spatial description of an image as a set of specific parts, e.g., regions or objects. The "segmented" output is then utilized by a higher-level image interpretation process such as a labeling or a recognition algorithm.

There is no single standard approach to segmentation which would be "successful" for any type of data, but some general methods have been developed based on the two main characteristics of regions or objects in an image:

1. each region or object presents some contrast with its surroundings,

2. each region or object exhibits an internal uniformity with respect to some image property (e.g., gray level, color, texture).

These two properties lead respectively to two different types of segmentations, edge-based and region-based segmentations. To these two types we can add a third one called pixel-based segmentation. This type of segmentation only uses the properties of the individual pixels and is usually referred to as pixel classification technique (often used for labeling) and will not be described in this article. 
An edge detector computes the gradient of the original gray levels and highlights the pixels of the image with higher contrast. Therefore, edge-based segmentations are usually successfully used in the case of unevenly illuminated images. Variations methods have been designed to extract edge features but most methods are based on the computation or the approximation of first or second derivatives of the intensity functions, along some given directions. Figure 1 illustrates this idea along a direction perpendicular to a coastline and show that maxima of the gradient correspond to abrupt changes in image grey levels, therefore to edge pixels, or region boundaries.
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Figure 1

Gradient Computations Along a Coastline

Various edge detectors differ in the choice of the approximation of these derivatives, and in the way of detecting maxima. These methods are sometimes used as a preliminary step and then contextual or a priori information is utilized to group edge elements (edge following, edge linking, relaxation techniques, line or curve fitting, etc ...) into meaningful features (i.e., rivers, roads, lakes, buildings, mountains, etc.).


On the other hand, the principle of region-based methods is to find parts of the images that are homogeneous for some given properties. They are described by (1) the type of segmentation that they utilize (region growing, region splitting, split and merge, relaxation, watershed, etc.) and (2) the parameters used to characterize the different parts of the image (statistical, morphological, fractal, etc.).
A special case of region-based segmentation is the region growing algorithm (see Tilton’s references); starting with each pixel representing an individual region, two or more regions are grouped together based on a uniformity criterion. This process is done iteratively until all regions are merged into one region covering the whole image. At each iteration, one or several merges occur. Opposite to region growing, region splitting starts with the whole image as a region and splits it iteratively. For example, splitting can be performed by recursively computing image histograms and choosing the major peaks of the histogram. Histograms can be computed for different image properties. With a split and merge algorithm, the process starts with an arbitrary partition of the image and then splits a region if it is not homogeneous enough and merges the adjacent regions if the resulting new region is sufficiently homogeneous. The criteria for splitting/merging are usually based on non-homogeneity, but may also depend on size, shape, etc. Often the initial partition is chosen as a uniform subdivision of the image into square blocks and the associated data structure is a quadtree. In this case, splitting is performed by quadtree and merging is performed by quadtree or by region adjacency graph. But such an initial partition and data structure may be too restrictive for some applications, and other initial partitions may be chosen, for example based on some previous preprocessing such as edge detection. Different algorithms based on this principle vary with the sequences "Split-Merge", "Split-Merge-Merge" and "Split-Merge-Split".

Figure 2 illustrates the region growing process on a Landsat-Thematic Mapper (TM) image.
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Figure 2

Region-Based Segmentation: Region Growing Result at one Given Iteration Level

Some recent image segmentation algorithms combine the principles of feature extraction and region growing; this is the case of the watershed segmentation. First, features are extracted using mathematical morphology operators. Then, these features, or “markers” are used as seeds from which a “flooding” process is initiated. The flooding is “controlled” (or stopped) by using gradient values computed by an edge detector. Figure 3 illustrates a watershed segmentation on a Mars THEMIS-Infra Red image.
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Figure 3
Watershed Segmentation of a Mars THEMIS-Infra Red Image
In addition to the previous methods, other schemes can be combined to the segmentation process, for example, a multiresolution scheme (based on pyramids, quadtrees or wavelet decompositions) or a relaxation scheme; both provide iterative refinement of the segmentation results. In a multiresolution scheme, multiple spatial scales are utilized to perform the segmentation. For example, when using a wavelet transform, the decomposition captures simultaneously spatial and frequency characteristics of the original signals. In a wavelet representation, the original image is filtered by the translations and the dilations of a basic function, called “mother wavelet”. The features provided by wavelet transforms are of two different types: the low-pass features that provide a compressed version of the original data and some texture information, and the high-pass features which provide detailed information very similar to edge features. 

 The principle of relaxation schemes (usually linked to labeling and classification) is to utilize contextual information for iteratively changing some initial labeling of the objects (or pixels) in a scene towards an optimal labeling. The most common framework for relaxation methods is probabilistic, but alternative methods include fuzzy and discrete relaxation algorithms. Another characteristic of relaxation techniques (and, more generally, of pixel-based techniques) is to be implemented on a massively parallel computer in a straightforward fashion.

Compared to edge-based methods, region-based segmentations always provide closed contours and make use of larger neighborhoods for decision making, thus smoothing out some of the noise. But errors often occur at the boundaries of the regions. Also, in absence of other information, stopping criteria for iterative methods are often difficult to choose. On the other hand, edge-based segmentations are more reliable under uneven lighting (or more generally uneven "sensing"), and provide an accurate localization of the region boundaries. But those contours are usually not closed, and since these methods are only based on local computations they are often very sensitive to noise. By taking into account both types of information, edge-based and region-based, as well as integrating them with some pixel-based classification, it is possible to make use of the complementary nature of these different methods, and alleviate the problems of each of them taken separately. This integration may be performed after processing by each type of methods, but may also be embedded in the choice of the segmentation parameters.

The parameters on which the previous segmentation methods are based, utilize criteria based on image properties. Usually, these properties are defined as intensity primitives that are computed on small areas of the image. When these area primitives present only little variation, these small areas are characterized by their “tone”, otherwise their dominant property is “texture”. Texture itself is described not only by the values of the tonal primitives but also by their spatial arrangement (see references below). Among these measurements, the most common are mean, variance as well as autocorrelation function and cooccurrence matrix and its derived measurements such as energy, entropy, contrast, etc. Other measurements include edge magnitudes (for integration of regions and edges), textural edgeness, mathematical morphology structural elements and fractal dimension computation.


For more information on this topic, see the following references:

· Beucher, S. (1992). The Watershed Transformation applied to Image Segmentation. Scanning Microscopy International, Vol. 6.
· Shapiro, L. G. & Stockman, G. C. (2001). Computer Vision. Prentince Hall.

· Canny, J. (1986). A Computational Approach to Edge Detection. IEEE Transactions on Pattern Analysis and Machine Intelligence, Vol. PAMI-8, Nov. 1986, 679-698.
· Daubechies, I. (1990). The Wavelet Transform, Time-Frequency Localization and Signal Analysis. IEEE Transactions on Information Theory, Vol.36, No.5, September 1990.
· Davis, L.S. and Rosenfeld, A. (1981). Cooperating Processes for Low-Level Vision: A Survey. Artificial Intelligence, 17, 245-264.

· Faugeras, O.D. and Berthod, M. (1981). Improving Consistency and Reducing Ambiguity in Stocchastic Labeling: An Optimization Approach. IEEE Transactions on Pattern Analysis and Machine Intelligence, Vol. PAMI-3, No.4, 412-424.
· Forsyth, D.A. and Ponce, J. (2003). Computer Vision – A Modern Approach. Prentice Hall.
· Haralick, R.M. and Shapiro, L.G. (1985). Image Segmentation Techniques. Computer Vision, Graphics and Image Processing 29, 100-132. 

· Mallat, S.G. (1989). A Theory for Multiresolution Signal Decomposition: The Wavelet Representation. IEEE Transactions on Pattern Analysis and Machine Intelligence, Vol. PAMI-11, No.7.

· Marr, D. and Hildreth, E. (1979). Theory of Edge Detection. Technical Report MIT Artificial Intelligence Laboratory No. 618.
· Michalewicz, Z. (1999). Genetic Algorithms + Data Structures = Evolution Programs. Springer Verlag, Berlin Heidelberg, third edition.

· Pentland, A.P. (1984. Fractal-Based Description of Natural Scenes. IEEE Transactions on Pattern Analysis and Machine Intelligence, Vol. PAMI-6, No.6, 661-674.

· Rosenfeld, A. (1982). Digital Picture Processing. Academic Press, Inc., New York.

· Tilton, J.C. (1989). Image Segmentation by Iterative Parallel Region Growing and Splitting," Proceedings 1989 International Remote Sensing Symposium, Vancouver,  BC, Canada, July 10-14, 2420-2423.

· Tilton, J.C. Recursive Hierarchical Image Segmentation by Region Growing and Constrained Spectral Clustering:

http://ipp.gsfc.nasa.gov/downloads/featured_technologies/data_processing_analysis/rhseg/eusc_esa_seminar.pdf


