


General Introduction to Image Processing for Remote Sensing

As an instrument scans a surface, it generates an image. The generation of this image occurs in several distinct steps. As mentioned in the Remote Sensing Imagepedia article, a passive sensor focuses on a specific, relatively small region from which to gather data. When the sensor collects photons, it generates a small current within the apparatus, i.e., an analog signal. The amplitude of this signal is generally proportional to the amount of photons being collected by the detector. In order to generate the final image, these analog signals must be digitized and stored. While many imaging devices may work slightly differently from one another, the basic principle behind image formation is the following: an analog signal is generated by the sensor device and read in by the imaging apparatus. This signal is quantized (i.e., assigned a numerical value) and stored as a digital number. Due to the nature of digital data, namely represented using bits that iterate discretely, the number stored is essentially an estimation of the value of the analog signal. However, with enough precision this number differs negligibly from the actual result; this precision is reliant on the system used for storing the number (from 8 to 32 bits). Once a sample for each region of the scene being imaged has been digitized and stored, it is this array of digital numbers that is used by researchers and computers to be interpreted and processed.  

Each stored data value can be interpreted as the intensity of light radiated from a particular region. Therefore, that value determines the color of the image “pixel” (i.e., picture element) that represents each region. Typically when creating an image directly from a single data set, a scale of grays is used, with the regions that generated the greatest signal from the detector represented as the whitest pixels and conversely the regions with the least signal being closest to black. Each area, therefore, is represented by a pixel with a color corresponding to the value of the signal recorded for that region. These pixels are placed together like tiles in a very fine mosaic to create the raw image.  

[image: ]
Figure 1
Rectangular Pixel Organization

Although the raw image is important in its own right, it contains a number of flaws inherent to the system that generated the image. For instance factors such as stochastic fluctuations in the detector’s signal response known as electronic noise and the detector’s spectral efficiency may affect how the image varies from the “true” scene on a pixel-by-pixel basis. Likewise, factors such as the detector’s orientation in space relative to the area being observed, the refraction of light as it travels through the atmosphere, the occlusion of small areas in the scene by geological features like mountains that vary surface height dramatically, as well as other effects such as clouds, shadows, air pollution, or data acquisition at night time versus day time, may cause the acquired image not to be completely accurate, geometrically. Therefore, to take into account these different effects, it is important to look at Remotely Sensed Image Processing as a series of pre-processing, processing and analysis steps modeled after multiple disciplines: Figures 2 and 3 represent this approach. Some of these steps are described in other Imagepedia sections, as well as in the Tutorial on Image Processing and in the references below.
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Figure 2
Image Processing as a Multi-Disciplinary Field
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Figure 3
Example of a Series of Image Processing Steps 
Followed to Process and Analyze a Remotely Sensed Image


More details on the principles of Image Processing are available in the Tutorial on Image Processing available on this website and in the following references:
· Campbell, J. B. (1996). Introduction to Remote Sensing, 2nd Edition, Guilford Press, NY.
· Carnegie Mellon University, Computer Vision Homepage:
http://www.cs.cmu.edu/afs/cs/project/cil/ftp/html/vision.html
· Duda, R.O. and Hart, P.E. (1973). Pattern Classification and Scene Analysis. John Wiley & Sons, NY.
· Duraiswami, R. (2005). University of Maryland, Computer Vision Course Lecture Notes: 
http://www.umiacs.umd.edu/~ramani/cmsc426/index.html
· Fisher, R.B. (2007). University of Edinburgh, On-Line Compendium of Computer Vision: http://www.dai.ed.ac.uk/CVonline/
· Forsyth, D.A. and Ponce, J. (2003). Computer Vision: A Modern Approach. Prentice Hall, NJ.
· Jähne, B. (1971). Digital Image Processing: Concepts, Algorithms and Scientific Applications. Springer-Verlag, NY.
· Le Moigne, J. and Cromp, R. F. (1999). Satellite Imaging and Sensing, in J. G. Webster, Ed., The Measurement, Instrumentation and Sensors Handbook, CRC Press, pp. 73.42—73.63.
· Lillesand, T.M., and Kiefer, R.W. (1987). Remote Sensing and Image Interpretation, 2nd Edition, John Wiley & Sons, NY.
· Moik, J.G. (1980). Digital Processing of Remotely Sensed Images. NASA Technical Report SP-431.
· Rosenfeld, A. and Kak, A.C. (1982). Digital Image Processing. Academic Press, New York.
· Short, N.M. (2009), The Remote Sensing Tutorial, http://rst.gsfc.nasa.gov/; also NASA Reference Publication 1078 and Library of Congress Catalog Card No. 81-600117.
· Swain, P.H. and Davis, S.M. (1978). Remote Sensing: The Quantitative Approach. McGraw Hill, New York.
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